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Section 1

Impossibility theorems in ML security
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The framework

Signed data

We consider a set [N] = {1,2,..., N} of data sources (users).
Each source n € [N] provides a signed dataset Dp,.

We denote D = (Dj,...,Dy) the tuple of source’s datasets.
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The framework

We consider a set [N] = {1,2,..., N} of data sources (users).
Each source n € [N] provides a signed dataset Dp,.

We denote D = (Dj,...,Dy) the tuple of source’s datasets.

v

Performance measure

Minimize Loss(8]B) £ Y-, £(01Dn) + R(0).

v
Privacy constraints

User-level differential privacy: P[LEARN(B) € 5] < eEP[LEARN(B_n) € S]+9.

Security constraints

Resilience to data poisoning: VH C [N], LOSS(LEARN(B)\BH) small.

v
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An equivalence between data poisoning and gradient attacks

Performance measure

Minimize Loss(0]B) £ Y2,y £(61Ds) + R(6).
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An equivalence between data poisoning and gradient attacks

Performance measure

Minimize Loss(0]B) £ Y2,y £(61Ds) + R(6).

v

Personalized federated learning

Each source n is given a personalized model ¢,:
L(8ID) 2 infp, {Ra(on,0) + Sy yem, U fen (1), 2) .
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An equivalence between data poisoning and gradient attacks

Performance measure

Minimize Loss(0]B) £ Y2,y £(61Ds) + R(6).

Personalized federated learning

Each source n is given a personalized model ¢,:
L(8ID) 2 infp, {Ra(on,0) + Sy yem, U fen (1), 2) .

Theorem (Farhadkhani, Guerraoui, H and Villemaud (ICML 2022))

Assume R, is E%, ¢y or smooth-», and assume ¢ does logistic or linear regression (and
consider R is convex). Fix B_n. Consider any converging (admissible) gradient attack
gl — g,,* by source n, implying a learned model 0. Then, for any € > 0, there exists a
poisoning dataset D*® such that |67 — 9*(B_n,D,?)||2 <e.
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Proof sketch

Lemma (easy)

g® is equivalent to an attack model o®, reconstructible from O*.
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Proof sketch

Lemma (easy)

g® is equivalent to an attack model o®, reconstructible from O*.

Lemma (easy)

Assuming local PAC* learning, o® is equivalent to a poisoning dataset D®, which labels
randomly drawn data with model Lp#.
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Proof sketch

Lemma (easy)

g® is equivalent to an attack model o®, reconstructible from O*.

Lemma (easy)

Assuming local PAC* learning, o® is equivalent to a poisoning dataset D®, which labels
randomly drawn data with model ap#.

Lemma (not difficult)
Gradient PAC* of ¢ implies local PAC* learning.

Lemma (not easy)

Logistic and linear regression with spanning random features satisfy gradient PAC*.
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Gradient PAC*

Let £(D, !, T, A, B, a) defined by

Vo € R, (9 — ") Y V(£ (y),2) 2 AZmin {Ilp - ¢TIz, llp — o113} — BZ®llp = o
(v,2)

The loss £ is gradient-PAC* if, for any K > 0, there exists Ak, Bk > 0 and akx < 1 such that,
for any ! € B(0, K), assuming that the dataset D is obtained by honestly collecting and
labeling Z data points according to the preferred model 67, the probability of

E(D, !, T, Ak, Bk, k) goes to 1 as T — oco.
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Gradient PAC*

Let £(D, !, T, A, B, a) defined by

Vo € R, (9 — ") Y V(£ (y),2) 2 AZmin {Ilp - ¢TIz, llp — o113} — BZ®llp = o
(v,2)

The loss £ is gradient-PAC* if, for any K > 0, there exists Ak, Bk > 0 and akx < 1 such that,
for any ! € B(0, K), assuming that the dataset D is obtained by honestly collecting and
labeling Z data points according to the preferred model 67, the probability of

E(D, !, T, Ak, Bk, k) goes to 1 as T — oco.

Gradient PAC* of ¢ implies local PAC* learning. Moreover, logistic and linear regression with
spanning random features satisfy gradient PAC*.
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Our theoretical equivalence yields practical attacks!

Model attack Model attack

20 g — 12_dist
—= 12_norm
----- target_dist

Accuracy

02

— acc_glob

o 50 100 150 200 250 0 50 100 150 200 250
(a) Epochs. (b) Epochs

Data attack Data attack

Accuracy

— acc_glob

[ 50 100 150 200 250 o 50 100 150 200 250

(c) Epochs (d) Epochs.

Figure 2. (a) Distance between pL and 91 (target_dist), under model attack (combining CGA and Proposition 4). (b) Accuracy of p‘
according to 91, (which relabels 0 - 1 — 2 — ... — 9 — 0), under model attack (combining CGA and Proposition 4). (c) Distance
between the global model p* and the target model 6 (target_dist), under our data poisoning attack. (d) Accuracy of p* according to 6]
(which relabels 0 — 1 — 2 — ... = 9 — 0), under our data poisoning attack.
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What about neural nets?

e Gradient PAC* does not hold for neural nets.
e But gradient PAC* holds for most last-layer fine-tuning.

e One (minor) challenge is to generate a spanning distribution of embeddings.
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Another equivalence in secure ML

Theorem (EI-Mhamdi, Farhadkhani, Guerraoui, Guirguis, H & Rouault (NeurlPS 2021))
C-collaborative learning is equivalent to C-averaging.
Roughly, the guarantee on the norm of the true gradient at termination for collaborative

learning can only be as good as the guarantee we can have when estimating the average of a
set of vectors, assuming that some data source / vector providers are Byzantine.
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Roughly, the guarantee on the norm of the true gradient at termination for collaborative
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Averaging is a particular case of learning

Averaging corresponds to losses £(0|D,) = |6 — D,

Calicarpa Impossible Security 9/32



Another equivalence in secure ML

Theorem (EI-Mhamdi, Farhadkhani, Guerraoui, Guirguis, H & Rouault (NeurlPS 2021))

C-collaborative learning is equivalent to C-averaging.

Roughly, the guarantee on the norm of the true gradient at termination for collaborative
learning can only be as good as the guarantee we can have when estimating the average of a
set of vectors, assuming that some data source / vector providers are Byzantine.

Averaging is a particular case of learning

Averaging corresponds to losses £(0|D,) = |6 — D,

From secure ML to secure vector aggregation

Secure vector averaging contains much of the difficulty of secure ML.
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Averaging problem

Averaging problem

Given xi,...,xy € RY securely compute y close to the true average X.

Differential privacy
With the constraint Ply € S|X] < eP[y € S| X _,] + 6.

Byzantine resilience
Where X is the average of Xy, for H C [N].
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Heterogeneity is a (privacy) killer

Denote B(0, A) the ball of RY centered on 0, and of radius A.
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Heterogeneity is a (privacy) killer

Denote B(0, A) the ball of RY centered on 0, and of radius A.
Theorem (Kattis & Nikolov (SoCG 2017))

For any (e, §)-differentially private estimator y, there exists X € B(0, A)N for which

o (e, 8)d A ) |

EHY_)_(H% >Q (W

where o is a positive and non-increasing function.
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Heterogeneity is a (privacy) killer

Denote B(0, A) the ball of RY centered on 0, and of radius A.

For any (e, §)-differentially private estimator y, there exists X € B(0, A)N for which

o (e, 8)d A ) |

E|ly _'2|6 >Q (7v§zi5é?5351

where o is a positive and non-increasing function.

Theorem (Kattis & Nikolov (SoCG 2017))

Assume A = ©(\/d). Then E|ly — x|[3 > Q(d?/N?).
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Heterogeneity is a (privacy) killer

Denote B(0, A) the ball of RY centered on 0, and of radius A.

Theorem (Kattis & Nikolov (SoCG 2017))
For any (e, §)-differentially private estimator y, there exists X € B(0, A)N for which

o(e,6)d A2
N2(log2d)* )’

mw-a@zn(

where o is a positive and non-increasing function.

Assume A = ©(\/d). Then E|ly — x|[3 > Q(d?/N?).

Corollary (Informal)

If high-accuracy demands d >> 10°, then it cannot be obtained with differential privacy.
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Heterogeneity is a (security) killer

Denote B(0, A) the ball of RY centered on 0, and of radius A.
Theorem (Adapted from EFGGHR (NeurlPS 2021))

For any (supposedly Byzantine-resilient) estimator y, there exists X € B(0, A)N and H C [N]
of cardinal N — F, such that

F2
— 4|2 > ——A2 2
||.y XH||2—(N_F)2 ( )
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Heterogeneity is a (security) killer

Denote B(0, A) the ball of R? centered on 0, and of radius A.
Theorem (Adapted from EFGGHR (NeurlPS 2021))

For any (supposedly Byzantine-resilient) estimator y, there exists X € B(0, A)N and H C [N]
of cardinal N — F, such that

F2
CxullE >
||.y XH||2—(N F)

Corollary

Assume A = ©(V/d) and F = ©(N). Then ||y — x||3 > Q(d?).

A2, (2)
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Heterogeneity is a (security) killer

Denote B(0, A) the ball of R? centered on 0, and of radius A.

Theorem (Adapted from EFGGHR (NeurlPS 2021))

For any (supposedly Byzantine-resilient) estimator y, there exists X € B(0, A)N and H C [N]
of cardinal N — F, such that

— X o
.y H 2 = (N_F)2

Assume A = ©(V/d) and F = ©(N). Then ||y — x||3 > Q(d?).

Corollary (Informal)

If high-accuracy demands d > 10°, then it cannot be secured against data poisoning.
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Section 2

The Alarming Practical Implications
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Yet this is used for smart keyboard surveillance!

For this study, logs are collected from the English speak-
ing population of Gboard users in the United States. Approx-
. imately 7.5 billion sentences are used for training, while the
test and evaluation samples each contain 25,000 sentences.
The average sentence length in the dataset is 4.1 words. A
breakdown of the logs data by app type is provided in Table 1.
Chat apps generate the majority of logged text.

Figure: Google has already been deploying high-dimensional language models on billions of phones,
without users’ informed consent and without an adequate understanding of privacy & security risks
(extract from an ArXiV paper by Google authors).
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Large-scale lucrative impactful applications are extremely heterogeneous

M Gmail

*— Compose B
B Marketing - ‘ m
A Less P0|n§slurlé;pmem|e fisque-t-on vraiment
une deloeme vague
Important . ; 21:12
Chats . PO P q

Point sur I'épidémie : risque-

Scheduled a a5
t-on vraiment une deuxiéme...
All Mail

|k ¥y o v

Google AdSense

Spam 1,3Mdevues *ilya?2ans

Figure: ML is now ubiquitous.
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(Hijacked) recommendations are destroying democracies

L& Nguyén Hoang ©

Apres la page Wikipedia sur les décés mystérieux
d'hommes d'affaire Russes en 2022, voici la page sur
les crises gouvernementales du Royaume-Uni en 2022

Vous parlez d'une crise... oui... mais... laquelle ?

2022 United Kingdom government crisis

From Wikipedia, the free encyclopedia

(Redirected from 2022 UK g

2022 United Kingdom government crisis or crises may refer to:

vents culminating in the end of the
ninistry.
« September 2022 United Kingdom mini-budget, the Truss ministry's attempt to
radically alter the British economy to solve the cost of living cr
. events in the aftermath of the
‘September 2022 mini-budget, culminating in Truss' resignation.

This disambig page lists articles associated with the title 2022
United Kingdom government crisis:

<€ ..

intended article.

led you here, you may wish to change the ink to point directly to the
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When Influence Goes Too Far: Social
Media’s Effect on the Capitol Riots

In this Insights@Questrom Q8A, Barbara Bickart, Senior Associate Dean of Graduate Programs
and Associate Professor of Marketing, explains how influencers shape information and ideas on
social media. Her insights reveal how persuasive tactics can lead to drastic events such as the
Capitol riots.

ublihed 2 years ag0 on Febrery §,2021
oy Barbara Bickart

Inthis Insights@Questrom Q&A, Barbara Bickart, Senior Associate Dean of Graduate
Programs: and Associate g, explains how

and ideas on soclal media. Her insights reveal how persuasive tactics can lead to drastic
events such as the riots that took place at the Capitol during President Joe Biden's transition to

the presidency.

Question 1: How do influencers, whether that be brands, politicians, or celebrities,
guide decision-making on social media?

buld relationships,

sanTe | compomsuE

Enlévement de Christoph Berger,
président de la Commission
fédérale pour les vaccinations, et
mort de son ravisseur antivax

par Annick Chevillot

Les faits se sont déroulés en deux temps: I'enlévement d'un homme
le 31 mars, puis la mort de son ravisseur présumé le 6 avril au soir a
Wallisellen dans le canton de Zurich. Un fait divers qui va
rapidement prendre une dimension nationale et politique:le
ravisseur présumé est un Allemand actif dans les milieux
complotistes et antivax; et le kidnappé est un médecin mandaté

biished, -

parla é alatétedela fédérale pour les
v (CFV). Christoph Berger a publié un. é

the audience's decisions. Establshing trustis not easy. Thers are 1

buiding trust. First, we tend to like people who are like us and are more persuaded by what

they say and do. Therefore, influencers can emphasize their similarity to their audience,
 their ives or belefs

Impossible Security

personnel le 10 avril dans lequel il explique briévement ce qu'il lui

est arrivé,
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And yet our (privacy) math is still flawed!

ﬁl?

20

comparisons

3

contributors

Veritasium

How They Caught The Golden State Killer

Personal data (= data associated to a person) is different from sensitive information (=
information that a person would not want to see spread). Especially for language/DNA data.
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And yet our (security) math is still flawed!

RESULTAT :

#& 67

.| Of10

e On et NULS

Chez Anatole
Climat : LE PLUS GROS SONDAGE MONDIAL

17

contributors

Massive amounts of misinformation & hate is shared by (the majority of) authentic persons.
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Google's scientific disinformation

FESEARGHARTICLE OPENAGCESS

Practical Secure Agg

g: 1 for Privacy-Preserving Machine

EXTENDED ABSTRACT

Learning Product Rankings Robust to Fake Users

Learning nators: @ ® Y ®
Authors: (@) Keith Bonavitz, @) Viscimir vancy, (@) Ben Kreuter, @) Antonio Marcedone, @) sy 2021+ Pages 560-661 « hpsdony

@ savar Patol, @ @~

@ Kam Seth

CCS "17: Proceedings of the 2017 ACM SIGSAC Conference on Computer and Communications Security * Getober 2017 * Pages
1175-1191 = tfps:/doi.org/10.1145/3133956.3133982

‘Online: 30 October 2017 Publication History,

99888 " 20,0

o (S e

ABSTRACT

We design a novel, communication-efficient, failure-robust protocol for secure aggregation of high-
dimensional data. Our protocol allows a server to Gompute the sum of large, user-held data vectors
from mabile devices in a secure manner (i.e. without learning each user's individual contribution), and
can be used, for example, in a federated learning setting, to aggregate user-provided model updates
for a deep neural network. We prove the security of our protocol in the honest-but-curious and active
adversary settings, and show that security is maintained even if an arbitrarily chosen subset of users
drop out at any time. We evaluate the efficiency of our protocol and show, by complexity analysis and a
concrete that its runtime i

rhead remain low even on large data
sets and client pools. For 16-bit input values, our protocol offers $1.73 x communication expansion for
210 users and 2%0-dimensional vectors, and 1.98 x expansion for 2'¢ users and 22%-dimensional vectors
over sending data in the clear.

Calicarpa

Oniine: 18 July 2021 Pubcaion History

e
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‘most customers only examine a few top-ranked products. Concurrently, such platiorms also use the

‘same dat to customers' actions to learn how the

tbe ranked or
ordered. These

however, may to

y users,

farms. Motivated by such fraudulent behavior, we study the ranking problem of a platiorm that faces a
mixture of

optimal rankings under manipulation by fake users. To overcome this deficiency, we develop effiient.

i the fist setting, the platiorm s aware of
the number of fake users, and in the second setiing, it s agnosti to the number of fake users. For both

b ranking, g

o for our
methods, and show that.

Ata high level, our work

graphs pairwise

‘and (i) implementing multple levels of learning with a judicious amount of bi-directional cross-learning
¥ f inlevels. Overal,
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Should we trust the central server?

@ % Brendan Carr @

TikTok is not just another video app.
That’s the sheep’s clothing.

It harvests swaths of sensitive data that new reports
show are being accessed in Beijing.

I’ve called on & to remove TikTok
from their app stores for its pattern of surreptitious
data practices.

Planting Undetectable Backdoors
in Machine Learning Models

Shafi Goldwasser Michael P. Kim Vinod Vaikuntanathan Or Zamir
UC Berkeley UC Berkeley MIT IAS

Abstract

Given the computational cost and technical expertise required to train machine learning
‘models, users may delegate the task of learning to a service provider. Delegation of learning
has clear benefits, and at the same time raises serious concerns of trust. This work studies
possible abuses of power by untrusted learners.

We show how a malicious learner can plant an undetectable backdoor into a classifier. On
the surface, such a backdoored classifier behaves normally, but in reality, the learner main-
tains a mechanism for changing the classification of any input, with only a slight perturbation.
Importantly, without the appropriate “backdoor key,” the mechanism is hidden and cannot
be detected by any i bounded observer. We two for
planting backdoors, with guarantees.

o First, we show how to plant a backdoor in any model, using digital signature schemes. The
construction guarantees that given query access to the original model and the backdoored
version, it is computationally infeasible to find even a single input where they differ. This
‘property implies that the model has ization error with the
original model. Moreover, even if the distinguisher can request backdoored inputs of its
choice, they cannot backdoor a new input—a property we call non-replicability.

o Second, we demonstrate how to insert undetectable backdoors in models trained using the
Random Fourier Features (RFF) learning paradigm (Rahimi, Recht; NeurIPS 2007). In
this construction, undetectability holds against powerful white-boz distinguishers: given
a complete description of the network and the training data, no efficient distinguisher can
guess whether the model is “clean” or contains a backdoor. The backdooring algorithm
executes the RFF algorithm faithfully on the given training data, tampering only with
its random coins. We prove this strong guarantee under the hardness of the Continuous
Learning With Errors problem (Bruna, Regev, Song, Tang; STOC 2021). We show a
similar white-box undetectable backdoor for random ReLU networks based on the hardness
of Sparse PCA (Berthet, Rigollet; COLT 2013)
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Check your working hypotheses (and your peers'’)

The most widespread dangerously unrealistic assumption in ML

“Assume Jiid data...”

The most widespread politically biased assumption in ML

“We minimize the data-fitting loss..."
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Section 3

Towards collaborative and secure governance (Tournesol)
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Learning as a voting algorithm

Calicarpa

Abubakar Abid
y @abidlabs
I'm shocked how hard it is to generate text about

Muslims from GPT-3 that has nothing to do with
violence... or being killed...

@ OpenATl API  HOME  DOCUMENTATION  PLAYGROUND  RESOURCES

Playground

Two Muslims, one with an apparent bomb, tried to blow up the Federal Building in Oklahoma City in the mid-1990s. I Res{
remember how the media and the left reacted to that: They declared the act “right-wing terrorism’

Impossible Security




The “ground truth” myth

The most impactful ML applications
(language, recommendations, ad targeting...)
have no ground truth.




The “ground truth” myth

The most impactful ML applications
(language, recommendations, ad targeting...)
have no ground truth.

Instead, we should (securely) search for
(scientific and moral) consensus and compromises.




Sparse voting is extremely vulnerable

ML's extreme sparsity

If |D,| < d, then each user provides (extremely) sparse data.
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ML's extreme sparsity

If |D,| < d, then each user provides (extremely) sparse data.

Byzantine vulnerability

Alternatives that no one scored are extremely vulnerable.

Calicarpa Impossible Security 25/32



Sparse voting is extremely vulnerable

ML's extreme sparsity

If |D,| < d, then each user provides (extremely) sparse data.

Byzantine vulnerability
Alternatives that no one scored are extremely vulnerable.

Under extreme sparsity, median-based recommendation algorithms are extremely dangerous!
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Byzantine resilience revisited

Definition

ALG is W-Byzantine resilient if, for any voting rights w, w’ € R_’\F’ and any inputs x € X"V,

o
IALG(w, x) — ALG(W/, x)| < ”WTW”l (3)
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Byzantine resilience revisited

Definition

ALG is W-Byzantine resilient if, for any voting rights w, w’ € R_’\F’ and any inputs x € X"V,

)
IALG(w, x) — ALG(W/, x)| < w (3)

Definition (W-quadratically regularized median)

A )1
QRMED, (w, x) = arg min EWm + GZ[,:V] Wp|Xp — m| . (4)
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Byzantine resilience revisited

Definition

ALG is W-Byzantine resilient if, for any voting rights w, w’ € R_’\F’ and any inputs x € X"V,

[lw = w'llx

ALG — ALc(w <
[ALG(w, x) — ALa(w!, x)| <

Definition (W-quadratically regularized median)

A )1
QRMED, (w, x) = arg min EWm + GZ[,:V] Wp|Xp — m| . (4)

For all W > 0, QRMED,y, is W-Byzantine resilient. I
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The French reviewer problem

ML's extreme sparsity

If |Dp| < d, then each user provides (extremely) sparse data.
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The French reviewer problem

ML's extreme sparsity
If |Dp| < d, then each user provides (extremely) sparse data.

The French reviewer problem
Some alternatives may be scored by systematically unsatisfied reviewers.
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The French reviewer problem

ML's extreme sparsity

If |Dp| < d, then each user provides (extremely) sparse data.

The French reviewer problem

Some alternatives may be scored by systematically unsatisfied reviewers.

The Marseillais reviewer problem

Top alternatives may be those scored by users with extreme judgments.
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The French reviewer problem

ML's extreme sparsity

If |Dp| < d, then each user provides (extremely) sparse data.

The French reviewer problem

Some alternatives may be scored by systematically unsatisfied reviewers.

The Marseillais reviewer problem

Top alternatives may be those scored by users with extreme judgments.

Theorem (Von Neumann - Morgenstern (1944))

VINM utility functions are only defined up to a positive affine transformation.

Calicarpa Impossible Security 27/32



Robust sparse voting

Definition (Sparse unanimity, informal)

Assuming that
1. all users actually unanimously agree (up to an affine transformation),
2. all alternatives are scored by sufficiently many users, and

3. all pairs of users have scored sufficiently many alternatives in common,

the vote must output the unanimous preference (up to an affine transformation).
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Robust sparse voting

Definition (Sparse unanimity, informal)

Assuming that
1. all users actually unanimously agree (up to an affine transformation),
2. all alternatives are scored by sufficiently many users, and

3. all pairs of users have scored sufficiently many alternatives in common,

the vote must output the unanimous preference (up to an affine transformation).

Theorem (Allouah, Guerraoui, Hoang & Villemaud (2022))

For all W > 0, there is an algorithm (called W-Mehestan) that guarantees both sparse
unanimity and W-Byzantine resilience.
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Calicarp:

Secure collaborative governance

Tournesol: A quest for a large, secure and trustworthy database

of reliable human judgments

Lé-Nguyén Hoang'?, Louis Faucon?, Aidan Jungo?, Sergei Volodin?, Dalia Papuc'?, Orfeas

Liossatos'?, Ben Crulis?, Mariame Tighanimine?*, Isabela Constantin?, Anastasiia
Kucherenko'2, Alexandre Maurer®*, Felix Grimberg?, Vlad Nitu2, Chris Vossen?,
Sébastien Rouault'2, and EL-Mahdi E-Mhamdi27

11C, EPFL, Switzerland
Tournesol Association, Switzerland
University of Tours, France
ILISE, CNAM-CNRS, Fran
SUMGP, Benguerir, Moroceo
CNRS, INSA Lyon, France
"Ecole Polytechnique, France

Abstract

‘Today's large-scale algorithms have become immensely influential, as they recommend and
moderate the content that billions of humans are exposed to on a daily basis. These algo-
rithms are the de-facto regulators of the information diet of billions of humans, from shaping
opinions on public health information to organizing groups for social movements. This creates

fent opportite to promote qualiy nformation
Addressing the concerns and seizing the opportunitics is a challenging, enormous and fabu-
lous endeavor [HETH, as intuitively appealing ideas often come with unforescen unwanted side
ects and as it requires us to think about what we truly and decply prefer

“To make progress, it is critical to understand how today’s large-scale algorithms are buit
and to determine what interventions will be mast effective. Given that these algorithms rely
heavily on machine learning, we make the following key observation: any algorithm trained
on uncontrolled data must not be trusted. Indeed, a malicious entity could take control over
the data pison it with dangerosly misleading o maipulative fabricated iputs, and therehy
make the t he first step towards safe and
cthicallago-sca agorithin st be the collection of & arge, socure an trustworthy datascl
of reliable human judgments.

project. Most importantly, we argue that, if successful, Tournesol may then serve as the essential
foundation for any safe and ethical large-scale algorithm.

Tournesol: Permissionless Collaborative Algorithmic Governance
with Security Guarantees
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Section 4

Conclusion
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Our scientific integrity is at stake. So is the world's security.
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Google poisoned the science community...
Figure: Google poisoned the science community, which now amplifies its disinformation
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